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Abstract: Credit card fraud is a widespread problem that impacts both individuals and companies. Data mining provides a powerful solution to not only detect but also prevent this type of fraud. This research explores this approach by utilizing data mining classification techniques to determine the potential for fraudulent credit card transactions. Data from various sources is collected and processed to extract relevant features. This research will compare 8 classification algorithms, namely Naive Bayes, Decision Trees, Artificial Neural Network, SVM, Linear Regression, Logistic Regression, LDA and Random Forest, in classifying transactions as legitimate or fake. These findings suggest that the combined use of these data mining classification methods offers a powerful tool in combating credit card fraud. To combat the problem of credit card fraud and maintain financial security for both individuals and institutions, this researcher explores the power of data mining. By using potential classification techniques, this research aims to predict fraudulent transactions on credit cards.
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INTRODUCTION
Credit card fraud is an increasing threat plaguing individuals and financial institutions around the world. This results in significant financial losses, erodes consumer confidence, and disrupts the smooth functioning of the financial sector. To address this widespread problem and maintain financial security, researchers are actively exploring innovative solutions. This research investigates the power of data mining, a powerful weapon in the fight against credit card fraud.

This research uses classification techniques in data mining to identify potentially fraudulent transactions on credit cards. By processing datasets originating from European cardholders in January and February 2024, this research uses several classification algorithms in data mining to compare which algorithm will have the highest accuracy, precision and AUC/ROC values. The calcification algorithm used consists of Naive Bayes, Decision Trees, and Random Forest, SVM, Neural Network, LDA, Logistic Regression and Linear Regression.

The purpose of this research is to compare which 8 algorithms are best for predicting potential fraudulent credit card transactions. These findings have the potential to make a significant contribution to the development of accurate and reliable models that can combat credit card fraud and improve financial security for society, especially credit card users.

Literature Review

Research conducted by Awoyemi, J. O. et all, in 2017, with the title Credit card fraud detection using machine learning techniques: A comparative analysis. Online credit card fraud is becoming a huge problem. Data mining can help detect it, but the data is imbalanced and behavior is constantly changing. This research compares 3 techniques for detecting fraud in unbalanced European credit card data: naïve Bayes, k-nearest neighbors, and logistic regression. K-nearest neighbors showed the best performance with an accuracy of 97.69%, outperforming naïve Bayes (97.92%) and logistic regression (54.86%). This work is performed in Python and evaluates performance based on accuracy, sensitivity, specificity, precision, Matthews correlation coefficient, and balanced classification rate.

The next research was in 2019 by Varmedja, D et all., with the article title Credit card fraud detection-machine learning methods. This research examines how online credit card fraud continues to increase and challenges fraud detection due to changing behavior and data imbalances. This research compares the performance of Naïve Bayes, K-Nearest Neighbor, and Logistic Regression on imbalanced credit card data. Under-sampling and over-sampling techniques are applied to raw data and processed data. K-Nearest Neighbor showed the best performance with an accuracy of 97.69%, outperforming Naïve Bayes (97.92%) and Logistic Regression (54.86%). Conclusion: K-Nearest Neighbor is more effective for detecting credit card fraud in imbalanced data.

The next research was conducted by Singh, P., et all in 2024, entitled Anomaly Detection Classifiers for Detecting Credit Card Fraudulent Transactions, examined credit card fraud which has increased with the rapid internet and e-commerce. Anomaly Detection, using advanced algorithms, is emerging as a solution to identify fraudulent transactions. This research compares two algorithms - Isolation Forest (IF) and Local Outlier Factor (LOF) - to detect anomalies in imbalanced credit card datasets. The results show that IF achieves the highest accuracy (99.81%) on European data, while LOF with Random Undersampling achieves 70.60% accuracy on German data.
METHOD
Our research methodology employs a quantitative approach. The data processing method utilized is CRISP-DM (Cross-Industry Standard Process for Data Mining). This framework involves the following stages:
1. Business Understanding: This stage focuses on comprehending the business objectives of the project, which in this case is to predict fraudulent credit card transactions.
2. Data Understanding: The research utilizes secondary data obtained from European cardholders in January 2024 only. This dataset comprises 900 records with variables detailed in the following table 1. dataset.
table 1. dataset
	Id              
	Unique identifier for each transaction

	V1-V28   
	Anonymized features representing various transaction attributes (e.g., time, location, etc.)

	Jumlah     
	The transaction amount

	Penipuan  
	Binary label indicating whether the transaction is fraudulent (Ya) or not (Tidak)


3. Data Preparation Prepare the dataset so that it is clean and has no errors and is redundant so that later when it is used at the modeling stage it can run well

4. Model Making (Modeling)Select eight appropriate algorithms based on the research objective, namely data classification. 8 Algorithms consist of Naive Bayes, Decision Trees, and Random Forest, SVM, Neural Network, LDA, Logistic Regression and Linear Regression.

5. Model Evaluation (Evaluation)In this process, 8 algorithms will be compared by looking at the resulting values of Accuracy, Precision and AUC. In this process, the dataset is also divided (training data and testing data) and then it is tested for 10 tests or often called 10 Validations or also Cross Validation or also X - Validation. For more details, you can see the following picture.
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Picture 1. Cross Validation

RESULTS AND DISCUSSION

Following data acquisition, a Data Understanding process is conducted. During this stage, researchers explore the dataset to identify patterns and potential fraudulent credit card transactions. Eight algorithms will be compared for their effectiveness in fraud detection: Naive Bayes, Decision Trees, Random Forest, SVM, Neural Network, LDA, Logistic Regression, and Linear Regression. The chosen evaluation metrics include accuracy, precision, and AUC (Area Under the ROC Curve). Before proceeding to the Modeling stage, a Data Preparation process is crucial to ensure the dataset is clean and suitable for modeling.  The Modeling stage involves dividing the data for testing purposes into training and testing sets. A 10-fold cross-validation approach is employed, where the data is split into 10 subsets, with each fold used for testing once while the remaining folds are used for training.  

Following the Data Preparation stage, the Modeling stage commences. This research utilizes the Rapidminer tool to perform the modeling of the eight aforementioned algorithms.
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Picture 2. Modeling Stages

Following the modeling process, the resulting accuracy, precision, and AUC values are presented in the following table 2. Evaluasi;
table 2. Evaluasi

	Algoritma
	Accuracy
	Precision
	AUC/ROC
	Average

	Decision Tree
	94.22 %
	99.16 %
	84.3 %
	92.56

	Random Forest
	94.22
	97.35 %
	97.6 %
	96.39

	Naive Bayes
	92.67 %
	94.92 %
	96.2 %
	94.59

	Neural Network
	95.00 %
	95.92 %
	97.8%
	96.42

	LDA
	94.22 %
	98.33 %
	0
	64.18

	SVM
	94.56 %
	97.09 %
	97.8 %
	96.48

	Logistic Regression
	95.22 %
	96.97 %
	97.5 %
	96.56

	Linear Regression
	94.33 %
	97.61 %
	97.8 %
	96.58


CONCLUSION
Based on the research findings, we can conclude the following:
· Neural Network, SVM, and Linear Regression emerge as the most effective algorithms for predicting credit card fraud. These three algorithms share the highest AUC/ROC value of 97.8%, indicating their superior ability to distinguish between legitimate and fraudulent transactions.
· Logistic Regression boasts the highest accuracy (95.22%), suggesting its strong capability for accurate transaction prediction. However, its precision falls short of the Decision Tree algorithm.
· The Decision Tree algorithm takes the lead in precision (99.16%), demonstrating its effectiveness in correctly identifying fraudulent transactions. However, its accuracy is surpassed by Logistic Regression.
· Among the algorithms evaluated, Linear Regression emerged as the most suitable for predicting fraudulent credit card transactions. This conclusion is based on its highest average value, reaching 96.58.
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